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Abstract

A single hydrodynamic vortex on a surface will in general move unless its Riemannian
metric is a special “Steady Vortex Metric” (SVM). Metrics of constant curvature are
SVM only in surfaces of genus zero and one. In this paper:

1. I show that K. Okikiolu’s work on the regularization of the spectral zeta function
leads to the conclusion that each conformal class of every compact surface with a
genus of two or more possesses at least one steady vortex metric (SVM).

2. Tapply a probabilistic interpretation of the regularized zeta function for surfaces,
as developed by P. G. Doyle and J. Steiner, to extend the concept of SVM to higher
dimensions.

The new special metric, which aligns with the Steady Vortex Metric (SVM) in two
dimensions, has been termed the “Uniform Drainage Metric” for the following reason:
For a compact Riemannian manifold M, the “narrow escape time” (NET) is defined as
the expected time for a Brownian motion starting at a point p in M\ B¢ (g) to remain
within this region before escaping through the small ball B(q), which is centered
at g with radius € and acts as the escape window. The manifold is said to possess a
uniform drainage metric if, and only if, the spatial average of NET, calculated across a
uniformly distributed set of initial points p, remains invariant regardless of the position
of the escape window Bc(g), as € approaches 0.
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1 Introduction

The motion of point vortices on the plane is a classical subject in fluid mechanics
that goes back to Helmholtz, Kelvin, and Kirchhoff. The first to consider the motion
of point vortices on a curved surface, the sphere embedded in R3, was Zermello in
1902. The paper Borisov et al. (2010) has a historical review on the early research on
hydrodynamic vortices on surfaces. An intrinsic definition of the motion of vortices
on a surface, which is independent of the embedding of the surface in R? and on
coordinates, started with Boatto and Koiller (2008) (see also Boatto and Koiller (2015);
Dritschel and Boatto (2015); Ragazzo and de Barros Viglioni (2017)) and was recently
completed by Gustafsson (2019, 2022).

A single vortex in the Euclidean plane, or in the round sphere, or in a flat torus
does not move, and this motivated the definition of “Steady Vortex Metric” (Ragazzo
and de Barros Viglioni 2017): a Riemannian metric for which a single vortex does not
move regardless of its position. J. Koiller conjectured that a single vortex in a compact
surface of constant curvature and of a genus greater than one does move. In Ragazzo
(2017); Grotta-Ragazzo (2022), Koiller’s conjecture was numerically verified for a
particular surface of constant curvature of genus two: the Bolza surface. This result
motivated the first main question to be answered in this work: Does a steady vortex
metric exist on any orientable compact surface of a genus greater than one?

K. Okikiolu proved that a certain functional on the space of Riemannian metrics,
which is an analog for closed surfaces of the ADM mass from general relativity, has
a minimizing metric on each conformal class. It turns out that the special metrics of
Okikiolu are steady vortex metrics, which gives a positive answer to the question in
the paragraph above. This raises the question about the “meaning” (or properties) of
this special metric. The steady vortex metric minimizes a certain functional (Okiki-
olu 2009) and has the property in its name, but does it have any other interesting
geometrical property besides those? This question was the second motivation for this
work.

The special metric found by Okikiolu is a critical point of a functional related to
the regularized Green’s function of the Laplacian: the “Robin function”. Doyle and
Steiner (2017) gave a probabilistic interpretation to the Robin function that is related
to the concept of “Narrow-Escape-Time”(NET) (Holcman and Schuss 2014). The
NET is defined as the expected time for a Brownian motion starting at p in M\ B¢ (q)
to remain within this region before escaping through the small ball B¢(g), which is
centered at ¢ with radius € and acts as the escape window.

The NET is an important abstraction in science, as argued by Holcman and Schuss
in the Introduction of Holcman and Schuss (2014): “The narrow escape problem in
diffusion theory, which goes back to Helmholtz (Helmholtz (1860)) and Lord Rayleigh
(Rayleigh (1945)) in the context of the theory of sound, is to calculate the mean first
passage time of Brownian motion to a small absorbing window.... The renewed interest
in the problem is due to the emergence of the narrow escape time (NET) as a key to
the determination of biological cell function from its geometrical structure. The NET
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is ubiquitous in molecular and cellular biology and is manifested in stochastic models
of chemical reactions...”

The average NET, with respect to a uniform distribution of initial positions (volume
measure), that a particle takes to escape from S\ B¢ (¢) through the small window B (g)
is proportional to — log € + R(g) + O(€), where R is the Robin function. So, for small
€ the Robin function indicates the drainage capacity of different points ¢ in S. The
Robin function is constant if, and only if, the metric is a steady vortex metric (SVM).
Therefore, in a surface with a SV M, the drainage capacity of different points is the
same and this leads to the alternative name “uniform drainage metric”, a property that
makes sense in dimensions larger than two. Note: the notion of hydrodynamic point
vortex cannot be generalized to dimensions greater than two.

The main contribution in this paper is the definition of uniform drainage metric in
dimensions greater than two and its geometric characterization in dimensions 3 and 4.

Following the same steps given in this paper, a characterization of a uniform
drainage metric in higher dimensions can be accomplished by means of certain coeffi-
cients that appear in the so-called Minakshisundaram-Pleijel asymptotic expansion of
the heat kernel. I prefer not to state any results in this direction because, in higher
dimensions, it is necessary to compute more of these coefficients, which can be
expressed in terms of powers of the Laplacian and the distance function ¢, and they
become very complicated (Polterovich 2000).

The existence of uniform drainage surfaces of arbitrary finite genus in any conformal
class is guaranteed by the theorem of Okikiolu. In higher dimensions any compact
Riemannian manifold that is a homogeneous space is a uniform drainage manifold.!
Does there exist a closed (compact and boundaryless) manifold that does not admit a
uniform drainage metric?

This paper is organized as follows.

In Sect.2, I give a precise definition of the steady vortex metric and present two
fundamental theorems that stem from Okikiolu’s work. I then use these theorems to
compare the steady vortex metric with other natural Riemannian metrics: of constant
curvature, canonical or Bergman, and Arakelov. The proofs of the two theorems are
presented in Appendix A in a slightly different way than those given by Okikiolu.
These theorems plus some simple arguments imply: “No orientable surface of genus
2 and of constant curvature is a Steady Vortex Surface.”

In Sect. 3, I present a regularization of the Green’s function in dimensions greater
than two using the Minakshisundaram-Pleijel asymptotic expansion of the heat kernel.
This provides a definition of the Robin function in higher dimensions. In Appendix B,
I show that the Robin function can be written in terms of the analytic extension of the
Minakshisundaram-Pleijel zeta function, and therefore uniform drainage manifolds
have a special spectral property derived from this relation. The relation between the
Robin function and the Minakshisundaram-Pleijel zeta function appeared in Steiner
(2005), for surfaces, and in Bilal and Ferrari (2013), in a more general context and in
dimension greater than two.

I Thereisa special class of Riemannian metrics on closed manifolds that are critical metrics of the trace of
the heat kernel under conformal variations of the metric (El Soufi and Ilias 2002). A metric in this special
class is always a uniform drainage metric (a consequence of Theorem 4.1 (ii) in El Soufi and Ilias (2002)).
The metric of any Riemannian homogeneous space is critical for the trace of the heat kernel.
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In Sect.4, I give a characterization of uniform drainage metric in dimensions 2,
3 and 4. In dimension 4, a uniform drainage metric has constant Robin function (a
global property) and constant scalar curvature (a local property).

In Sect.5, I present a family of non-flat tori found by Okikiolu (2008), and which
will be called Okikiolu’s tori, that are uniform drainage surfaces. These tori are the
only non-constant curvature uniform drainage surface that are explicitly known. For
any a > +/m/2, there is an Okikiolu’s torus that is conformally equivalent to the flat
torus R?/(aZ x a~'Z). Therefore, uniform drainage metrics may not be unique in a
conformal class. The curvature of the Okikiolu’s tori was computed in ibid., where it
was realized that in the limit as @ — oo the curvature at almost every point of the torus
tends to 1/ /47 . In Sect. 5, ] embed a cylinder in R3 whose quotient under a discrete
group of translations along the cylinder axis is an Okikiolu’s torus. In this way, one
can visualize the deformation of a flat torus into a pinched torus that is isometric to a
round sphere with two opposite points being identified. The deformation is done along
an interesting family of uniform drainage surfaces.

I finally remark about a possible upshot of the relation between the Robin function
and the drainage capacity of different points. The importance of the NET in cellu-
lar biology is partially due to diffusion processes that occur in membranes toward
special exit gates (escape windows). The minimum of the Robin function is an equi-
librium position of a single vortex (Grotta-Ragazzo 2022) and also a point where the
drainage capacity of the surface, as defined above, is maximum. Equilibrium positions
of systems of point vortices, an issue that has been extensively studied, also have a
probabilistic interpretation. If the position of a vortex is related to an entrance or exit
gate, depending on the vortex sign, then some equilibrium configurations will certainly
be more efficient in connecting different gates by means of diffusion than others. If
this idea is correct, then the importance of equilibrium configurations on surfaces of
spheres, including those which are not round, will be greatly enhanced.

2 Steady Vortex Metrics on Orientable Closed Surfaces

The definition of a hydrodynamic vortex requires some preliminaries (see Ragazzo
and de Barros Viglioni (2017)). The fundamental equations of hydrodynamics on a
surface S, Euler’s equations, necessitate that S be endowed with a Riemannian metric
g. Here, g represents a smooth family of inner products on the tangent spaces of S.
In local coordinates, the Riemannian metric is given by g = Zj © &jkdxj ® dxy. The
associated volume form is & = /[gldx1 A dx,, where |g| denotes the absolute value
of the determinant of the matrix g jx

In a neighborhood of each point of S, there exist coordinates (sometimes called
isothermal coordinates) in which g = )»z(x)(d)cl2 + dx%) and p = A2(x)dx; A dxs.
The existence of isothermal coordinates is a manifestation of the fact that any surface
is locally conformal to the Euclidean plane. In this paper, I will also use A> to denote
the conformal factor between arbitrary given metrics go and g;. This will be explicitly
stated when used.
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The one-forms ¢ = Adx; and 6, = Adx; constitute an orthonormal moving
coframe. The Hodge-star operator acts linearly on forms and is defined by

*l:@]/\@z:ﬂ, *0] = 6, %0 = —0y, */L:l.

The Laplace operator acting on functions is given by A = xd xd = %2(831 + 8)%2)
and the Gaussian curvature by K = —A%A log X.

LetV = | ¢ 1 be the total area of S. The Green’s function of (S, g) is the unique
solution in distribution sense to the equation

— A,G(q, p) =8,(q) — V!, (2.1)

that has the following properties (see Aubin (2013), theorem 4.13):

e for all functions ¢ € C?

1
o(p) = V/W—/G(q,p)Awq)u(q), (2.2)
S S

e G(g,p)isC®on S x S minus the diagonal,
e G is symmetric G(gq, p) = G(p, q),
e G is bounded from below and fS G(g, p)u(g) =0.

A point vortex of intensity I' € R at the point p is the fluid velocity field defined on
S — {p} given by ¢ — *xVI'G(q, p), where V is the gradient operator and x* is the
operator that rotates a vector by /2.

The Robin function (the regularization of G) is a C*° function on S (Ragazzo and
de Barros Viglioni 2017 Theorem 5.1) defined as

. 1
R(p) = lim [G(q, p) + —logl(q, p)} ) (2.3)
L(q,p)—0 27

where ¢(g, p) is the Riemannian distance between p and ¢.

The motion of a single vortex depends not only on its initial position but also on
the initial value of a harmonic velocity field (a background flow) (Gustafsson 2022).
In the following statement (Ragazzo and de Barros Viglioni 2017; Grotta-Ragazzo
2022), the initial background flow is assumed to be equal to zero:

A vortex initially placed at any point on a surface S with Riemannian metric g remains
atrest if, and only if, the Robin function R associated with g is constant. A Riemannian
metric with this property is called a “Steady Vortex Metric.”

The first main result in this paper is the following.

Theorem 2.1 (Steady Vortex Metric) Let S be a compact Riemann surface. There exists
at least one steady vortex metric g compatible with the conformal structure of S. There
are examples where g is not unique.

The theorem effectively says that there always exist a metric for which the Robin
function is constant.
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This theorem is a direct consequence of a theorem proven by Okikiolu (2008, 2009),
and its proof is given in Appendix A.

The second theorem in this section requires some definitions. A one-form 6 on §
is harmonic if d8 = 0 and d * 6 = 0. Since * rotates one-forms by /2, harmonic
forms are conformal invariants. The vector space of harmonic forms on S is finite and
has dimension 2G (De Rham 2012), where G is the genus of S. Let {0, ...60,g} be an
arbitrary orthonormal basis of harmonic one-forms in the sense that

(ej,ek)zfej/\*ekza,»k. 2.4)
S

Note: this definition of orthonormality depends only on the conformal structure.

Theorem 2.2 Let (S, g) be a compact oriented Riemannian surface and o be the two-
form

2G
o= ng A *0O.
k=1

Then, the Robin function R is the only solution, up to an additive constant, of the
equation

K

2

If the genus G of S is zero, then o = 0. So a metric on the sphere is a Steady Vortex
Metric if, and only if, it is of constant curvature.

If the genus of S is greater than zero, then o is the area form of the Bergman metric.
The most common definition of the Bergman metric (Jost 2009 eqs. 1.4.22 and 1.4.23)
uses a basis of holomorphic differentials {wy, ..., wg} that satisfy the orthonormality
conditions ’5 /. g@j N @ = &k (here the overbar denotes complex conjugation). A
form w; is holomorphic if, and only if, w; = 8;++6; for some harmonic differential 6;
(Farkas and Kra 1992, Theorem 1.3.11). If we define 0, g = %6, j = 1,..., g, then
the orthogonality condition for holomorphic differentials implies the orthogonality
condition for harmonic differentials (2.4) and

2G g
o= Axth=i) wjAw; with /Sazzg. (2.6)

k=1 j=1

The Bergman metric normalized as o/(2G) can also be defined using the Jacobian
variety associated with S (see Wentworth (1991); Jost (2009), or equation 1.25 in
Fay (1992)). In several references (Wentworth 1991; Okikiolu 2009; Jorgenson and
Kramer 2009), the normalized Bergman metric o/(2G) is called by the alternative
name “canonical metric.”
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Theorem 2.2 appeared in the work of Okikiolu (2009) (proposition 2.3) as a “well
known” result related to the Arakelov Green’s function. (In Appendix A, I give a
more self-contained proof of Theorem 2.2 than that in Okikiolu (2009).) The Arakelov
Green’s function is used in the definition of the “Arakelov metric” that is characterized
by the equation (see Jost (2009) eq. 1.4.24):

K4 _ o
o A= 2 - ZQ)E, G=>1, (2.7)

where 4 and K 4 denote the area form and the curvature of the Arakelov metric.
Equation (2.5) implies that the several “natural” metrics considered in this paper
satisfy the following relations:

(B = %) toum = =0 (SVM)
(ARCC — %) Hee = —O (constant curvature=CC) 2.8)
(ARB + ’;—f;) o =(2-20)% (Bergman)
(ARA — %) A = —% (Arakelov)
From equations (2.7) and (2.8), we obtain
CC=8SVM & Bergman = CC & Bergman = SVM, 2.9)

Arakelov = SVM < Bergman = Arakelov < Arakelov = CC.

For G > 1, therefore, a constant curvature metric is a Steady Vortex Metric if and only
if the Bergman metric has constant curvature. For G = 1, this is the case, since the flat
metric is the Bergman metric and also the Arakelov metric.

In any closed surface S of genus G > 2, the curvature of the Bergman metric is
non-positive (Jost 2013) (theorem 5.5.1). If the curvature of the Bergman metric Kp
is non-constant in every S, which as far as I know has not been proved, then constant
curvature metrics will never be SVM for G > 2. The last theorem in Lewittes (1969)
states that K p(p) = Oif and only if S is hyperelliptic and p is one of the 2G+2 classical
Weierstrass points on S. Therefore, K p is not constant in hyperelliptic surfaces. Since
every surface of genus 2 is hyperelliptic, the following theorem holds.

Theorem 2.3 No orientable surface of genus 2 and of constant curvature is a Steady
Vortex Surface.

The Gauss—Bonnet theorem implies that the average curvature of the Bergman
metric is

2-2

g, where Vp =/o = 2G. (2.10)

1
KBa ZZ—/KBO'ZZTL’
Ve Js s
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We define the deviatoric part K ps of Kp as:
Kps .= Kp — Kp, with /KB,30'20. (2.11)
s

Equation (2.8) then implies that the Robin function of the Bergman metric satisfies
the simple relation

1
— ARp = —Kgps. (2.12)
2

This equation implies that in any conformal coordinates, {z,Zz}, Rp has a simple
expression in terms of the potentials Fj(z) of the holomorphic differentials w; =
dF; = F]/. (z)dz = 9;F;(z)dz that appear in the definition of o in equation (2.6).

Indeed: i Z?; wiANwj =i ng:l F}(Z)F;(z)dz ANdz = A%%dz A dz, with A% =
2Z?=1 F}(Z)F;(Z), A = %@32, AL = Zazazzjg-zl Fi(2)Fj(z), and Kp =
—%Bzaglog Ap; imply

g g
1 _ 1 — _
Rp(z,2) = P log E F;(Z)E;(Z) + Yg E Fi(2)Fj(z) + constant.
Jj=1 j=1
(2.13)

The Riemann sphere admits a six-dimensional group of conformal transformations
(the Moebius group) and a three-dimensional group of isometries. The pull-back metric
g1 of the round metric go by a Moebius transformation that is not an isometry satisfies
g1 = A%go with A2 # 1 almost everywhere. The Robin function associated with
g1 is constant because, although different from gg, g1 is isometric to go. This type
of “nonuniqueness” of a steady vortex metric within a conformal class will happen
whenever the group of diffeomorphisms that preserves the conformal structure is larger
than the group of isometries. Since all spheres with constant curvature are isometric
to the round sphere, we conclude that g¢ is the only steady vortex metric modulo
isometries. The question about the uniqueness of steady vortex metrics on tori will be
postponed to Sect. 5.

3 Generalization to Higher Dimensions

The definition of hydrodynamic point vortex is restricted to two dimensions. There
is an analogy between vortex and electric charges in two dimensions (Ragazzo and
de Barros Viglioni 2017). Since the theory of electrostatics can be generalized to
higher dimensions, electrostatics could be the physical guide to the definition of an
“eletrostactic force-free metric” in dimension n. The idea although interesting leads
to some difficulties, which will be discussed in the next paragraph, and it will not be
pursued any further.
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The Green’s function G(gq, p), solution to equation (2.1), can be understood as
the electric potential due to a positive point charge at the point p plus a uniform
distribution of negative charges. The Robin function R(p) defined in equation (2.3) is
the overall potential energy G (g, p) minus the “singular potential of the point charge”,
—@2m)"'log(q, p), the difference being evaluated at p. The force upon the point
charge is d R(p). The most natural definition of Robin function in dimension n > 3
would be

li G(q, p) —ant" %(q, p)|, 3.14
aq},,“)to[ (q, p) —ay (q p)] (3.14)

where a,, is some constant that depends on n. Unfortunately, the Robin function defined
in this way is not a smooth function unless additional hypotheses are imposed on
the Riemannian metric (see Habermann and Jost (1999) for a discussion about this
definition in the context of the conformal Laplacian). Another way to define the Robin
function would be first to compute the force upon a small Riemannian ball of radius
€ at p and then to take the limit as € — 0 to obtain d R(p). This procedure may lead
to quite complicated computations as n increases.

From a mathematical point of view, regularity is the key property of the Robin
function, which in two dimensions is used in the definitions of vortex motion and
force upon an electric charge. In order to define the Robin function in dimension
greater than two, we will regularize the §-distribution, to do the computations in the
regularized setting, and then to take the limit back to recover the §-distribution. In
order to do all these limits independently of coordinates, we use the heat equation.
This procedure naturally associates the Robin function with diffusion and Brownian
motion. This association will be further addressed in Sect. 4.

Let (M, g) be acompact Riemannian manifold. The heatkernel K : M x M xR —
M is the fundamental solution to the heat equation

0
(E — Aq> K(g,p,t) =0, with K(q, p,0) =38,(q). (3.15)
The initial condition is understood as a distribution, namely, for any ¢ € C*°(M)

/M K(g, p.)¢(q@)n(g) — ¢(p) as t— 0,.

The heat kernel is a C* symmetric, K (¢, p,t) = K(p, g, t), function. Let 0 < 1] <
A2 < X3 < ... be the nontrivial eigenvalues to the problem A¢ + A¢p = 0 and
b1, P2, ... be a corresponding L, —orthonormal basis of eigenfunctions for functions
that integrate to zero over M. Then, the spectral decomposition of the heat kernel is

] o
K@@ p.0) =+ e ou@du(p),
k=1
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with pointwise convergence (see, for instance, Rosenberg (1997) for basic properties
of the heat kernel). The Green’s function G(q, p) is related to the heat kernel in the
following way:

00 1
G(q,p) = / <K(q, p.t) — 7) dt
0

This is the formula that allows for the definition of the Robin function in dimension
n > 2 by means of the regularization of the heat kernel.

As before, let £(g, p) denote the Riemannian distance between ¢ and p. There
exists € > 0 and a set of functions uo(q, p), u1(q, p), ... such that for any given
integer N > 0 the following estimate holds ( the so-called Minakshisundaram-Pleijel
asymptotic expansion (Minakshisundaram and Pleijel 1949); see Equations (7)—(9)
and the accompanying text)

—2@.p) N

(& _
|K(q,p.1) — > wlq. pytt| < eV, (3.16)
k=0

(4t)n/?

for all (¢, p) with £(g, p) < e and all ¢ € (0, 1), where Cy is a constant that depends
onlyon N (see, forinstance, Rosenberg (1997) exercise 5 in Section 3.3). The functions
uy are C and symmetric uy(q, p) = ur(p, q) (Moretti 1999). If ¢ = p, then the
above expression implies

K(p,p,t) = [ao(p) +ta(p)+...+ tNaN(P)] + En(p,t) 3.17)

1
(4mt)n/?

where |Ex(p,t)| < CntVNT1=1/2 for all p € M andt € (0,1). The functions
ar(p) = ur(p, p) are local heat invariants of M that can be expressed in terms
of powers of the Laplacian and the distance function ¢ (Polterovich 2000, Theorem
1.2.1). Forinstance, ap(p) = 1l andaj(p) = s(p)/6, where s(p) is the scalar curvature
(Rosenberg 1997, proof of Lemma 3.26 and Proposition 3.29, respectively).

Suppose that n > 2 is even and N in equation (3.17) is chosen as 5 — 1. Then, for
0 < € < 1, equation (3.17) implies

1 172 k-3
/;K(P,P,t)dtzm gak(P)m —an_j(p)loge | +C(p.¢€)

where lim¢ 0, C(-,€) is a C® function on M. Similarly, if n > 3 is odd and N in
equation (3.17) is chosen as % — %, then

[T}

n
2 k+1-5%

1 1 € ~
K(p,p,t)dt = — _— C(p,
| K ponar = S apg g [+E00

@ Springer



Journal of Nonlinear Science (2024) 34:31 Page110f32 31

where lime o, C (-, €) is a C* function on M. These computations motivate the
following definition of the Robin function R(p). If n > 2 is even, then

© 1 1
R(p) = 1_1)1101+{/€ <K(P’P»f)—v)dl—w

n
272 cht1-4

(3.18)
Zak(l’) - — a1 (p)(logde) — y) }

where y = — fooo e “logxdx = 0.577215... is the Euler’s constant. The constant

termay_ (p)(ogd—y)/ (47)"/? was added to the right-hand side of equation (3.18)
to preserve the definition of the Robin function given in equation (2.3).
If n > 3 is odd, then

. © 1
R(p) =€1£8+{/€ (K(p,p, ”‘V) dr

| 25 k-3 (3.19)
oS
@my? | = k-1

Theorem 3.1 The Robin function can be written in the following alternative way: for
n >3 odd

n_3

lim |G L VT e
R — . s —_——— 9 LYY 2 h
(p) = Jim 1 G(q. p) — oo ];0 “i(q. p) (zZ(q,p)> 2 )
and for n > 2 even

5-2 k-1

1 4 n
R(p)-hrn{G(q P~ G ),,/ZZ u(q. p) (wq, )> rG—k=1

[T

1
+ Gryta1@ P log g, p)]}

Proof At first we prove the statement for n odd. From equation (3.19)

R(p) = lim lim{/w(K(q pt)—l>dt [€<K(q,p,t)—i>dt
e~019—1 Jo 0 Vv

n_3

1 3 ek""l_%

" (@Am)n2 kg (g, P)m (3.20)
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The term fo K(q, p, t)dt is estimated in the following way. From equation (3.16)

~2q.p 43

l( s Uk ’ 1 I ’ ) 1

such that |1 (p, p, )| < C;t~Y/2,C; > 0, fort € (0, 1) (the constants Cy, C; . .. do

not depend on ¢, g, p, or €). Therefore

[

n

kg 4 Dy(q, p, €)

1 2.0
/ K(g. p.0dt = oo Zuk(q p)/ L

such that |, (p, p, €)| < Cael/2, C, > 0. With the change of variables t = I we

obtain

[2
Ic
e Ss1 k245

c 2, 2\ k+1-% 00 .
/ e 5tk — <£—> / e 52K 24y —/
0 4 0 0
s27%245 = I'(Z — k — 1) is the Gamma function. Using that e™ =

where fooo

2
1 —sF(s), where F(s) = f e~ P dn, an explicit computation gives

—5+k+1 02 (ﬁ)

k+1-2 2
Ez 2 de n
(—) f e Ss2 k205 = :— —
4 0 5—k—1 4 4e
where |®3 (%) | < 1. Therefore,

€ _ 2 " Zz k+l_% *%‘HH*I ZZ 62
f e 3tk = (= P k=) o — @3 [ —
0 4 2 5—k—1 4 4e

G(q, p) and substituting all the previ-

Finally, using that [~ (K (¢, p. 1) — ) dt
ous estimates into equation (3.20), we obtain
3

)l

| kt1-4
lim lim 1 Glg.p)~ G qu p)( ) r(;—k=1

R(p) = Jim
@, p) 1 = (g, p)
Zuk(q nes (— =

NG )) ,
+= 2(q, p.€) — 4 @yl

14

The limit as ¢ — p of the second line of this equation is ;. Since for a fixed ¢, the
limit as ¢ — p of the expression inside brackets exists then the limit as ¢ — p of the
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sum in the first line also exists and does not depend on €. So, the proof for n odd is
finished.

The proof for n even is similar. The only difference is that it is necessary to estimate
the additional integral

€ _pn | [ : 02 00
s _ -8 = _ —s
/0 et dt_/ﬁ e ’s ds_—log(z)+/;2 e " logsds.

45 de
The last integral is equal to minus the Euler’s constant as ¢ — p. O

We remark that for n > 2, the term of highest order in 0 2is

1 43-1 YL
aoE\e2q. ) 2

where we used that ug(p, p) = ap(p) = 1, is minus the “Newtonian potential” that
appears in equation (3.14).

For n = 2, Theorem 3.1 states that the Robin function defined by equation (3.18)
coincides with that given in equation (2.3).

Theorem 3.1 can also be obtained from the Hadamard parametrix, see Garabedian
(1986) section 5.3.

The Robin function as given in Theorem 3.1 can be written in terms of the analytic
extension of the Minakshisundaram-Pleijel zeta function, Steiner (2005) (dimension
two) and Bilal and Ferrari (2013) (dimension greater than one). The relation between
the Robin function and the zeta function is presented in Appendix B.

4 The “Narrow Escape Time (NET)".

In the context of a compact boundaryless manifold M, the narrow escape problem
can be described in the following way. Consider a Brownian motion on M, whose
infinitesimal generator is the Laplace—Beltrami operator A. Let B.(q) C M be a
geodesic ball of small radius € > 0. This ball will be the absorbing set or the small
window through which a particle can escape. The amount of time that a particle initially
at p is expected to spend in M\ B.(g) (the mean sojourn time) will be denoted as
ve (P, q). This function is the “narrow escape time” (NET) since it measures the mean
time it takes for a particle initially at p to escape through the narrow window B (q).
The NET is the solution to the problem (see Holcman and Schuss (2014), equation
3.1):

VApve(p,q) = =1, p € M\Be(q),

. 4.21)
with ve(p,q) =0 for p € dB(q),

@ Springer



31 Page 14 0f 32 Journal of Nonlinear Science (2024) 34:31

where v is a diffusion coefficient with dimensional units length?/time. The NET
averaged against a uniform distribution of initial points in M\ B¢ (q),

1
Ve(q) = o e(p, ; 4.22
Velq) = Bo@)| M\Bg(q)v (P, @)1 (p) (4.22)

gives the expected time a particle randomly placed in the manifold remains in it until
it scapes through B¢ (q).

In dimension 2, the following theorem was proved in Doyle and Steiner (2017)
(Lemma 4.1 and Theorem 4.2 part 2).

Theorem 4.1 In dimensions 2, 3, and 4, the “Narrow Escape Time” (NET) is given
by

1%
ve(p,q) = - G(p,q) +ve(q) + E(p,q,e€), (4.23)

where lim¢_0 E(p, q, €) = 0. The average NET, equation (4.22), is given by

Ve(q) = L {—5loge + R(q) + Ex(q. €)} n=2
Ve(q) = Y {Le ! + R(q) + E3(q. ©)} n=3
Teq) = £ | the 2 = {aS@)loge + i S@) + R@) + Ea(g. )} n =4,

where S(q) is the scalar curvature at g and lim¢_, o E,(p, g, €) = 0.

Remarks:

e The normalization f w G(p, @)iu(p) = 0(equation (2.2)) ensures the compatibility
of both sides of equation (4.23).

e The NET increases as € decreases in the same way as the Newtonian potential
in R" increases as the distance to the singularity decreases (see e.g., Holcman
and Schuss (2014), Sect. 3, for the same result for surfaces). This is true in all
dimensions, not only n = 2, 3, 4.

e Indimensions 2 and 3, the divergent terms of v, (¢) with respect to € do not depend
on g. Forn = 4, this is no longer true, since v (¢) contains a logarithmic divergent
term that is proportional to the mean curvature S(g). If the mean curvature is
constant on M, then the dependence of v (g) on g as € — 0 is determined by the
Robin function, as it is in dimensions 2 and 3.

Proof We will prove only the case n=4. The proof of the cases n=2 and n=3 is simpler
and goes along the same lines.

We write ve(p, q) = —% G(p,q) + %he(p, q), and from equations (2.1) and
(4.21), we obtain

Aphe(p,q) =0, pe M\Bc(q),
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with he(p,q) = G(p,q) for p € dB:(q). (4.24)
Letx € R” be an orthonormal coordinate system on the tangent space of M atg. Let
x(p) = exp;1 p be geodesic normal coordinates in M defined in a neighborhood of ¢g.

The metric tensor in this coordinates is given by g;; (x) = §;; — %Rikj].xkx[ +0O(x ).
Theorem 3.1 implies that for p sufficiently close to g

_ uo(p, q) ( 4 ) _ P D o0 162 4 R+ R (s ).

P D="0 \k2) ” Tany

From ug(p,q) =1/ det(equ p) (Rosenberg 1997 equation (3.11)), we obtain

1 .
- ER,;-,m)x"xl + O(Ix %)

1
uo(q, p) = W =

1 1
= 1= 2 S@ — 5 Zu(@'x' + Oxl)

where R, « 18 the Riemman curvature tensor and Zy; is the traceless Ricci tensor. From
Rosenberg (1997) Proposition 3.29,

1
ur(p.q) =ui(g,q) + O(x|) = 85(6]) + O(Ix]).

The expressions in the previous paragraph imply that for p sufficiently close to ¢

1 Stq)  S(g) Zi(gq) x*x!
G(p,q) = — — 1 R(q) — — +Ro(p, q),
(. q) P 19277 4872 og x|+ R(q) — o |x|2+ 2(p, q)
term ¢
term a term b
(4.25)

where limy|—0 R2(p, q) = 0.

The solution /. to the problem in equation (4.24) can be split into three terms a, b,
and ¢, according to the decomposition of the boundary conditions as given in equation
(4.25). The term a is constant for |[x| = €. This term appears in the expression for
Ve (q) in the statement of the theorem.

The maximum principle dictates that the maximum of the function p >
lhe(p, q,€)l, where h.(p, q, €) is the solution to

Aphc,é(pv ‘I) = 07 p € M \ Be(q), Wlth
hee(p,q) =Ra(p,q) for p € 9Be(q),
is attained on dB.(¢q). Given that h.(p,q) = Ra(p,q) for p € 9B.(q), the

limit ¢ — O implies p — ¢, and since lim,_, R2(p,q) = 0, it follows that
lim¢_q |hc(p,q,€)] — O for p € M\Bc(q). Consequently, the component of A
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corresponding to term (c) in equation (4.25) contributes to the function E(q, p, €) as
stated in the theorem.

The part of k. associated with the term b in equation (4.25) will be denoted as
H:(p, q). It satisfies the problem

Zi(q) x*x!

ApHc(p,q) =0 with He(p,q) =
pHe(p. q) wi e(p.q) 19272 <2

for |x|=€. (4.26)

In order to finish the proof, we must show that |H.(p, g)| — 0 as € — 0. The proof
has several steps.

Proposition 4.1

k..l
/ @) o9 = 0@,

where do (x) is the “area form” on the geodesic sphere d B¢(q).

Proof The area form on 3 Be(q) satisfies do (x) = [1— £ R, x*x! + O(|x|})1dog (x),
where dog(x) is the Euclidean area form on the sphere |x| = €. The function
Z1(q)x*x! is harmonic with respect to the Euclidean Laplacian, since the trace of
Z is zero, and therefore its integral over |x| = € with respect to dog(x) is zero. The
proposition follows from the expression for do (x) and |dog| = O(€3) on |x] = €. 0

The identity A;[G(z, ) — G(z, p)] = §,(2),for zand p in M\ B2 (q), and Green’s
second identity imply that for € sufficiently small

H.(p. q) =[ He(x, 9)Vi[G(x, q) — G(x, p)]- ﬁda(x)
952 4.27)

- f (G, q) — Gx, PIVeHe(x, q) - ~—dor (x).
0 B> |X|

We will first estimate the integral in the second line of equation (4.27). Equation
(4.25) implies that G(x, g) — G(x, p) with |[x| = 2¢ can be written as a term A} =
O(€?) that does not depend on x and a term A5 that is bounded by a constant C(gq) that
is independent of x and €. The integral A; fa B ViHe(x,q) - ﬁda (x) = 0 because
f M\Ba (q) ApHe(p, g)p(p) = 0. In order to estimate the integral that contains A, we
will use one of the Schauder interior estimates (Gilbarg and Trudinger 2001) (Corollary

6.3)2

X
VXHE(Zv Q) M——
x|

€ max
|x]=2€

< max H:(p, < max |H¢(x, =C ,
< pGM\Bé(q)I (P gl = \x|=e| e(x, q)l 2(q)

where the second inequality follows from the maximum principle and the constant
AsV He(x,q) - &do(x)| = O(e?) and the

x|=2¢ |x]

C»(g) does not depend on €. So M

2 Here is the reason for having integrated over the domain M\ B¢ (¢) and not M\ B¢ (g).
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integral in the second line of equation (4.27) is at most of the order of €2. It remains
to estimate the integral in the first line of equation (4.27).

For a fixed p € M\ Ba<(g) the function V,[G(x, p)] - \XI restricted to |x| = 2¢ is
uniformly bounded with respect to €. Therefore, using that |Hc(x, g)| < Ca(q), we
obtain le|:2€ H:.(x,q)Vi[G(x, p)] - ‘xlda(x) = 0(63) and it remains to estimate
Jyg, Hee. @) Vel G, )] - 5do (x).

The term m in equation (4.25) is the leading order term of a parametrix for the
Laplace equation (see Garabedian (1986), Equation (5.79), or Aubin (2013), Theorem
4.13, Equation (17)). This implies that G(x, q) — W, where G(x, q) is given
in equation (4.25), can be differentiated for x # 0 and the derivative of R (x, g) is
dominated by those of the other terms, so that |V [G (x, g) — O1/|x]).
This and | He (x, ¢)| < Ca(gq) imply

4712\x|2] \x||

X
/ H(x,q)Vy G(x,q) - —do
x|=2¢ x|

1 X
= He(x, q)Vy [—} - do + O(?).
/MG ¢ 4m2(x2 ] x|

It remains to estimate the integral in the right-hand side of this equation.
s . . . _ 1 X _ 1
Green’s second identity with Ay H¢ (x, ¢) = 0 and V, [W] T P TR
which is valid because x are normal coordinates, imply

1
H.(x. q)A [—} it =
/Bkw)\&(q) 472 |x|?

1 /‘ 1
- H.(x,q)do + —— H:(x,q)do
1672€3 | j=ac 272€3 Jix)=e ‘

1 / X 1 X
- VH.(x,q)  —do + —/ VH:(x,q) —do.
16720 Jiyjmae ¢ |x| 4n2lel? Jiy=e x|

The integrals in the last line are zero because fM\BK(q) ApHe(p, q)p(p) = 0, for
[x|=¢ Hc(x, Q)dg =
O(e%). A computation using the expression for the Laplacian in geodesic normal
coordinates (Rosenberg 1997) (Theorem 2.63) gives A [ nz\x|2] = O(|x|~2). This

and |H¢(x, q)] < Ca(q) imply ka(q)\BE(q) He(x,q)A [W] dx* = O(@?). In
conclusion, all these estimates imply

= 1, 2. Due to equation (4.26) and Proposition 4.1, ﬁ

1 X 1
He(x, q)V [—} - —do = ——/ H.(x,q)do = O(e?),
/|x|=2e ¢ “lar2ix 2| Ixl 167263 Jiyjzae €

which finishes the proof. O
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5 Examples of Non-constant Curvature Uniform Drainage Surfaces:
Okikiolu’s Tori

The flat metric g on any two-dimensional torus is a steady vortex metric (SVM).
Equation (2.5) implies that there exists a second SVM g conformal to go, g1 = A2go,
if and only if

K 2 _ 2 (5.28)
Tl VLRt AL .

Normalizing the volumes (g and 11 such that Vo = V| = 1, using —Ag log A = 22K,
and 1 = A%, and defining f = log A2, we get the following equation for f

Aof = 8m — 8me/ (5.29)

Each nontrivial solution to this equation corresponds a SVM g; conformal to go.

In the following, we present a family of examples due to Okikiolu (2008) of non-flat
two-dimensional tori that have constant Robin function, and so are uniform drainage
surfaces. Each non-flat torus in the family is conformal to a flat torus, which is also
a uniform drainage surface. The Robin function of the non-flat tori are smaller than
those of the conformally equivalent flat tori, and so the narrow escape time of the non-
flat tori are smaller than those of the conformally equivalent flat tori. There are two
differences between our presentation and that of Okikiolu. We simplify the proof that
the Robin functions of the non-flat tori are smaller than those of the flat tori, and we
represent the non-flat tori in R as the quotient of an isometrically embedded cylinder.

Consider the torus R? /(aZ x a‘lZ), a > 1, with the conformal structure induced
by the flat metric go. If a < 2/./m, then gy is the unique uniform drainage metric
(Nolasco and Tarantello 1998), and if ¢ > /7 /2, then g is not unique (Lin and Lucia
2006). When a > +/7/2, a second natural vortex metric can be constructed in the
following way (Okikiolu 2008). Let (x, y) be Cartesian coordinates on R?. We will
look for a nontrivial solution to equation (5.29) that depends only on the variable x,

dy f =0, with f(x +a) = f(x). Then, f must satisfy fi= er _ 87 (1 —e/). This

dxz
ordinary differential equation has a single equilibrium and a first integral

H(f,p)=p*/2+8n@e/ —f—1), p=Ff. (5.30)

This shows that all solutions f are periodic with a period T (E), where E is the value
of the first integral associated to the solution. The linearized period at ( f, f ) =(0,0)
is T(0) = /7 /2.

The period function E — T (E) of equation f =8r(1—ef ') was studied in Chicone
(1987) (p. 315), where it is shown that %T(E) > 0. We will additionally show
that limg_, o T(E) = oo. Consider the solution associated to the initial condition
f(0) =0, f 0) = —/2E and integrate the equation f = 87 (1 — /) on the interval
[0, B], where B > 0 is the smallest value such that f(8) = 0. Since f(,B) = J2E,
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the result is
B
V2E/(4r) =B —/ eldr < B < T(E), (5.31)
0

and therefore limg_, o, T (E) = 00. As aresult, equation (5.29) has nontrivial solutions
for all @ > /7/2 such that f(x + a) = f(x) (indeed as many different solutions as
we wish provided a is sufficiently large).

For a given a > /7/2, let g; = /™ (dx? + dy?) be the metric associated to a
periodic solution to f = 87 (1 — /) with minimal period a. We will use lemma A.1
to show that the Robin function R; associated with g has a smaller value than the
Robin function R of the flat metric. The area form associated with gj is given by

wi =elpo = [1 — %] dx A dy and the equation that determines the function ¢ in

lemma A.1 becomes

Ao dx/\dy=u1—uo=—£dw\dy, /¢>uo=0
S

that implies

i

¢ (x) = + —/ Jf(x)dx.

The constant ¢ = ‘1, f s@(p)ri(p) in lemma A.1 can be easily computed and is

equal to ¢ = (8n)2 fo f ‘2 x. These computations and equation (A.38) imply

1 [@ 1 a,
Ry — Ry = — dx + ———— 2q 5.32
1 0 4710/0 fdx + (Sn)za/o fodx (5.32)

If we use the first integral H in equatlon (5.30) to eliminate f in the right-hand side
of this equation and then use - fo efdx = 1, which we obtain integrating f =

87 (1 — e/ over the interval [O, a], then

H 1 a
Ri—Ry= ——— + ——— 2dx. 5.33
PR 32n2+32n2a/0fx (5.33)

The equation f = 87 (1 — e/) can be written in Hamiltonian form with Hamiltonian

function H. Using the definition of the action I(E) = % ¢ pdf from Hamiltonian
mechanics (Arnol’d 2013), we can write

1 /af.zd R /a PP L N S [0
32n2a Jy T 3na 0 PI = Tera2z J 'Y = Tora

In this expression, a is the period of f, and therefore a = T (E) where E is the value
of H associated with f. The Hamiltonian function can be written as a function of the
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Ry-Ro R
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Fig. 1 LEFT: Difference Ry — Rq as a function of a, where R (R() is the Robin function of the non-

flat torus {Rz/(aZ x a~17), g1} (flat torus {R2/(aZ x a=17), go})- RIGHT: Graphs of Ry and Ry as a

function of a. The horizontal line represents the value of the Robin function Rg for a round sphere of area
. . . log(2 1 ia®)|*a® 141

1. Accor(.img to Oklk.1olu (2008) (Appendlx): Ro(a) = — ng(ﬂﬂ) — Og(ln(ZT I and Rg = —¥,

where 7 is the Dedekind eta function

a=1.255

z a=1.50
0.20 z
0.15 0.25
0w0f 0.20
0.05 0.15
X 0.10
0.0 0.2 0.4 0.6 0.8 1.0 1.2 0.05
a=3.00 X
0.0 0.2 0.4 0.6 0.8 1.0
a=3.00
z
0.20
0.15
0.10
0.05
X
X 0.0 0.5 1.0 1.5 2.0

0.0 0.1 0.2 0.3 04 0.5 0.6 0.7

Fig. 2 Generating functions of four periodic cylinders (each cylinder is constructed rotating the graph of
X — Z(X) about the X-axis). The quotient of a cylinder by the group of periodic translations gives a torus
that is isometric to a non-flat torus with a steady vortex metric. The value of the period a of each torus
is shown in the corresponding figure. There are two different tori with @ = 3: one for which the minimal
period of f is 3 and another for which the minimal period of f is 1.5, and so f oscillates twice inside a
fundamental cell

action E = H(I) with H'(I) = 27 /T (I). All these results imply that equation (5.33)
can be written as

1
Ri=Ro= 35— (IH'(I) — H(I)) (5.34)

Since H'(I) =27 /T (I) > 0and T'(I) > 0 (Chicone 1987) (p. 315), we conclude
that H'(I) = =27 T'(I)/T?(I) < 0. This factand H (0) = 0imply that Ry — Ry < O.
In Fig. 1, we present a numerical estimate of the difference Ry — Ry.

The torus {R?/(aZ x a~'7Z), g1} can be represented as the quotient of a cylinder
that is infinite along the x-axis and periodic with period a. We will show that this
cylinder can be isometrically embedded in the Euclidean three-space. Let X, Y, Z be
Cartesian coordinates in R3. We will look for an embedding of the form X = X (x),
Y = F(x)sin(2ray) and Z = F(x)cos(2may), where x € R,y € R/a~'Z. The
pull-back of the Euclidean metric by the embedding is (X2+ FYdx?+472%a2F2d y2.
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a=1.255
a=1.50

a=3.00

a=3.00

e

Fig. 3 Three-dimensional representation of the tori whose generators are shown in Fig.2. See the caption
of Fig.2 for explanations

We impose that the pull-back coincides with g = e/ ™) (dx? + dy?) and obtain that
47202 F? = e/ and X% + F? = e/ . This implies that F'(x) = e/™/2 /(2 a) and

2
xX?=e/ (1 — f—) (5.35)

161242

Since X : R — R must be a diffeomorphism, the right-hand side of equation (5.35)
must be strictly positive forall x € [0, a]. We will show this in the following paragraph.

The first integral (5.30) and (ef — f—1) > 0imply that f2 (x) <2Eforx € [0, a],
where E is the value of H for the solution with period 7' (E) = a. This and inequality
(5.31) imply

1— f—2 >1- 2—E >0
1672a2 — 1672T (E)? '

In Fig.2, we show the curves x — {X(x), Z(x)}, x € [0,a] and y = 0, that
when rotated about the X —axis generate the embedded cylinders. These curves were
obtained by the numerical integration of equations f = 87(1 — e/) and (5.35) for:
a = 1.255,a = 1.50, and a = 3.0. Only one fundamental cell of the periodic cylinder
is shown. There are two different tori with @ = 3: one for which the minimal period
of f is 3 and another for which the minimal period of f is 1.5, and so f oscillates
twice inside a fundamental cell. In Fig. 3 we show a 3-dimensional representation of a
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single cell of each one of the cylinders whose generators are in Fig.2. It is clear from
Fig.3 that for a > 1, the cylinder becomes a collection of aligned spheres each one
touching its neighbors at a single point. This is in agreement with the interpretation
given in Okikiolu (2008): (the non-flat torus) “is approximately spherical except for a
short wormhole joining the poles.” Note: as shown in the right panel of Fig. 1, in the
limit as a — 0o, the tori converge to a punctured sphere and Rj(a) — Rs where Rg
is the Robin function of the round sphere.
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A Proofs of theorems 2.1 and 2.2.

LemmaA.1 Let gy and g1 be two different Riemannian metrics on S in the same
conformal class, g1 = A\*go. Let Gj, Rj, uj, K;, Aj, j = 0,1, be the: Green’s
function, Robin function, volume form, Gaussian curvature, and Laplace operator, of
gj. Let the conformal factor ). be normalized such that the volumes | g MO = /. g1 =V

are the same. Let ¢ be the unique solution of

dxdp="1L"H0 i /Wozo,
S

that is given by

1 1
60 =~ [ Gota. PR @uo@ =~ [ Got@.pmi@ 436
Vs Vs
Then Go, G1, Ro and R satisfy the following relations:

Gi(q,p) —Golq, p) =d(q) +¢(p) +¢ (A.37)
1
Ri(p) = Ro(p) + - logA(p) +2¢(p) +c¢ (A.38)

where

1 1
C:_V/Sd)(p)‘“(p) = W/S/SGo(q,p)m(q)m(p)

is a constant. Equation (A.37) is in Morpurgo (1996) (equation (8)) and Equation
(A.38) is in Steiner (2005) (Theorem 4).

Proof Let p and g be sufficiently close to be in a domain U of a local uniformizer z.

Suppose that U is such that any two points in U are connected by a single geodesic
in U. In this coordinates the length elements of the metrics gp and g; are Ag|dz| and
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M1|dz|, respectively. Notice that o] = Aro. If u = dx Adyand A = % + %?2 denote
the area form and the usual Laplacian in the coordinates z = (x, y), respectively, then

A, —Alogh; =A5K;,  puj=2p,  j=0,1. (A39)

The Dirac-delta distributions associated with the volume forms 1o and p; satisfy
1
Sjw = )\—2810, where Y (w) = | ¥ (x, y)dy(x, y)dx Ady.
j

To simplify the notation we write z(g) = z and z(p) = w. In the coordinates
(z, w), equation (2.1) becomes

A?(z)
- Asz(Z, w) = 6y (2) — v (A.40)
The Green’s function can be written as
1
Gz, w)=—EIOg|Z—WI+fj(Z, w) (A.41)

where fj(z, w) = fj(w, z). Since A; log|z — w| = 27 J,, we obtain

k?(z)
A fi(z,w) = v (A.42)

Let £;(z, w) be the length with respect to the metric g; of the unique geodesic con-
necting z to w. It can be shown that (see for instance (Ragazzo and de Barros Viglioni
2017) proof of Theorem 5.1):

iz, w) = |w—z|,/A; (@A ;(w)[1 + O(lz — w)]

Therefore,
1 1
Gj(z,w) + > logt;(z, w) = fj(z, w) + P log[2j (z)Aj(w)] 4+ O(lz — wl).

Taking the limit as |z — w| — 0, we obtain

1
Rj(2) = fj(z,2) + - log . (2). (A.43)
If we subtract equation (A.40) for j = O from that for j = 1, we obtain

32(2) — 32
A Gi(z,w) — A;Go(z, w) = M. (A.44)
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This equation can be written intrinsically in terms of two-forms as

Hi—Ho _ dy * dgd(q)

dy xdyG1(q, p) —dq xd;Ga(q, p) = v

where ¢ is the function in the statement of the theorem. Thus, G1(g, p) — Go(g, p) =
¢ (q)+¥ (p) that, due to the symmetry G ;(p, g) = G (g, p),implies equation (A.37).
Equation d;, * dy¢(q) = ™5 can be written as Agp = (A2 — 1)/ V. The represen-
tation formula (2.2) for ¢ plus the relations [ ¢uo = 0 and [ Go(g, p)po(q) =0
imply that ¢ can be written as in equation (A.36). Integrating both sides of equation
(A.37) with respect to 111(g) over S we obtain the expression for ¢ in the lemma. In
the z-coordinates, equation (A.37) implies fi(z, w) — fo(z, w) = ¢(2) + ¢ (w) + c.
This equation and equation (A.43) imply equation (A.38). O

LemmaA.2 Let gy and g1 be two different Riemannian metrics on S in the same
conformal class, as in Lemma A.l. Let 7 = x + iy be a local uniformizer and to
simplify the notation write z(q) = w and z(p) = z. Then,

AR 4+ 512 AoRo+ X0 _ 2 5 (A.45)
— = = = — - = = —5, .
11271VM1 OOZnVMO
where
—6 = 8h(z2)dx Ndy = 4ih(z)dz N dzZ,
with
9 0 9 0
h(z) = ——Go(z w) = ——Gi(z,w) )
w=z 0w 07 w=z

Proof In this proof, we follow the notation of the proof of Lemma A.l. In the z-
coordinates, equation (A.38) becomes

1 1
R1(2) = Ro(2) + =—— log A1(z) — =— log Ao(2) + 2¢(2) + c.
2 2

Taking the Laplacian A of both sides of this equation, using A.¢, = (A% - )%) /V,
and the relations (A.39) for conformal metrics, we obtain the first equality in equation

3 1(a -2\ @ 1(a | .0 9
(A.45). We recall that £ = 1 (5 —z@, 2 (a +lﬁ) =422 and
dx ANdy = %dz A dz. From equation (A.43), we obtain for j =0, 1
LR = S| e fcw)|
8 a 0
+——f,(z w)) ~|———f,(z w)‘ —aza—zlogkj(z).
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From equation (A.42) and f;(z, w) = fj(w, z), we get

. d i )‘ _ ]A i )‘ _ 1)»3(2)
T owow W, T W T Ty

d 0
?&fj(z, w)

‘w:z

From equation (A.41) and from the symmetry - az P o £ j(z,w) = i

get

E%f(w z), we

a 0 0 0 a 0

206w =Ll =LLgew| . ads
w9z s T Gw a1 s T pr g e W (A9
Finally, from the above equations and from equation (A.39), we obtain

() 23 9 9

AR;(z) + ’ﬂ Kj@) = —— =85—2-Gj(z, w)‘

If we multiply both sides of this equation by dx A dy, we obtain

AR +Ri_ 2 89 96 )‘ dx A d
R4 2 =8——_—Gi(z.w X
Y 4 Hi dwdz ¢ w=z Y

for j = 0, 1. Since we have already shown that the left-hand side of this equation
gives the same 2-form for j = 0 and j = 1, then the right-hand side has the same
property. O

The expression aw Fr G i (z, w) is formally analogous to the traditional Bergman
kernel for bounded domalns in the complex plane. Indeed, equation (A.41), which
represents the decomposition of the Green’s function into its singular and regular
parts, applies as well to the Green’s function for bounded domains in the plane. The
distinction between the two situations lies in the regular part f, which is harmonic
in bounded domains, whereas in this paper, the non-harmonicity of f stems from the
additional term of constant “background vorticity.”

Following (Royden 1967), let d be an operator defined on complex valued functions
by d = %(d +ixd)andd = %(d — 1 *d). In terms of a local uniformizer z, we have

0f =%dzanddf = %Laz.

LemmaA.3 If G(q, p) is the Green’s function associated with a given metric and

{01, ..., 05} is an orthonormal basis of harmonic forms, then
2G
—2(0p0¢4G +0,0,G) = —(dpdy G + *p %4 dpd; G) = ZOk(q)Ok(p) (A.47)
k=1

is the Bergman reproducing kernel for harmonic forms in S. Moreover, if g and p are
in the domain of a local uniformizer with z(q) = w and z(p) = z, then

_ _ _ 3 9
2(3,9,G + 9,0,G) = 4Re{d,0,G} = 4Re {a—a—_G(w, z)dwz} (A.48)
ZJdw
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Proof The equality 2(3,9,G +9,3,G) = d,d; G+ %, %, d ,d, G and equation (A.48)
are direct consequences of the definition of the operators d and 3. Due to equation
(A.46), the function %%G(w, z) is C* for all values of z and w including z = w.
So the double one-form d,d; G + ), %4 dpd,G is C* on § x S.

The Bergman reproducing kernel for harmonic forms H (g, p) = Ziil 0k (q)0k(p)
is characterized by the following properties:

For an arbitrary function ¥ on S:

/SdW(p) ANH(g,p)=0

fs*pdwm AH(. p) =0,

where the integrations are with respect to the variable p; and for any harmonic
one-form v on §

2G
v(q) =/v(p)/\*pH(q,p) = ZQk(q)/ v(p) A #pbi(p).
s =1 S(p)

In order to prove the equality d,d,G + *, %, dpd,G = —H(q, p), we use the
regularity of d,d; G + *, %, dpd,;G on § x S. So, for any function ¥ on §

/dpllf(p) A (dpdyG + % %4 dpd,G) = —/ ¥ (p) Ady(dydyG + %, %, dpd,G)
N N

= — lim Y (p) Adp(dyd,G + *, %4 dpd,G)
€=>0J5-B.(9)

where B¢ (gq) is a small ball (with respect to any local uniformizer) of radius € with
center at ¢g. For p outside B¢ (q),

dp(dpdyG + *p xq dpdy G) = %4dy(dp *p dpG) = *4d, <$) =0,

50 [¢dp¥r(p) A (dpdyG + %), %q dpdyG) = 0. In the same way it is possible to prove
that [ s,dy (p) A (dpdyG + %, %4 dpdyG) = 0.

It remains to show that v(g) = —fS v(p) A *p(dpdy G + %) *4 dpd, G) for any
harmonic one-form v on S. This is a consequence of

/ v(p) A xp(dpdy G + *p x4 dpdy, G)
s

= lim V(p) A *p(dpdyG + %) %4 dpd, G)
€=>0J5-B.(9)
= lim *pv(p)qu—i—/ v(p) x4 dyG
€=>0J_9B.(9) —3Be(q)
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An explicit computation using a local uniformizer gives that this last integral is equal
to —v(q). O

Theorem 2.2 is a consequence of Lemmas A.2 and A.3 and the following reasoning.
Let z(p) = z = x + iy and z(q) = w = & + in be the components of the local
uniformizer used in Lemma A.3 and 6;(p) = 6k1(z)dx + 6k2(z)dy and 6 (q) =
Or1(w)d& + G2 (w)dn be the components of G;. Lemma A.3 implies that

2G 2G 2G
D 0@ (p) = | D Ok (w)bk1 (2) | dxdé + | Y Gra(w)bra(2) | dydy
k=1 k=1 k=1
2G 2G
D O (2) | dxdn+ | D0 (w)bia(2) | dydé
k=1 k=1

a 0
= —4Re{ ——G(w, z7)dwdz
0z 0w

For ¢ = p and dz = dw, the right-hand side of this equation becomes

42 % Gw, z)‘ (dx® + dy?)
dz ow w=z
that implies
2 2G
ICE Z%(z) 4L Gw,o)| . and 2@ =0
So, the form o in theorem 2.2 can be written as
2G 2G
0(2) =Y 0k(@) A () = Y _[6k1(2)dx + O2(2)dy] A [6h1 (2)dy — G (2)dx]
k=1 k=1
2G P
= 163 + 0h@)ldx Ady = ‘83_3_—6(’” 2|, _drndy=é
k=1

where ¢ is the form in equation (A.45). This proves that equation (2.5) holds and
finishes the proof of theorem 2.2. O

Now, we prove theorem 2.1. The Robin function on a Riemannian manifold (S, g)
is constant whenever (S, g) admits a transitive Lie group action of isometries. So, the
Robin function is constant for the round sphere and for all flat tori. Let S be a sphere
(torus) endowed with a Riemannian metric go. The uniformization theorem implies the
existence of a diffeomorphism from (S, go) to the round sphere (a flat torus) (S%, g1)
such that the pull-back of g1 is conformal to gg. So, the existence of a steady vortex
metric on the sphere (torus) is proved.
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The proof is more complicated when S is compact and has a genus larger than one.
Equation (A.38) implies:

221

1
AoRi(p) = AoRo(p) + EAO logA(p) +2 (A.49)

Imposing that R; is constant, normalizing the volume V of § to be equal to one, and
defining

u=4r Ry + log)»2
we get the following equation for u
Aou = 87 — 8mwhe (A.50)

where i = e~*7R0_To each solution of this equation corresponds a Riemannian metric
g1 conformal to gg such that AR; = 0 and therefore R; is constant. Equation (A.50)
was very much studied for several reasons. It appears in the problem of finding a
Riemannian metric on the sphere with a prescribed curvature £ that is conformal to
the standard metric with curvature 4 (the conformal factor is e*). It also appears
in the so-called Chern-Simons-Higgs theory (see Ding et al. (1997) for references).
The following theorem was taken from Ding et al. (1997) (it is a combination of their
theorem 1.2 plus their remark 1.3).

Theorem A.1 (Ding, Jost, Li,and Wang) Let (S, go) be a compact Riemann surface and
let Ko be its Gauss curvature. Let h be a positive smooth function on S. Suppose that the
Sfunction 8w Ro+2log h achieves its maximum at p. If Aglog h(p) > —(87 —2Ko(p))
then equation (A.50) has a smooth solution.

It is remarkable that in the case we are interested in &4 = e~*"®0 and 87 Ro +
2logh = 0. So, any point in S is a point of maximum and therefore to finish the
proof it is sufficient to show the existence of a point p in S where the inequality 0 >
—Aplogh(p)— (8w —2Ky(p)) holds. The Gauss—Bonet theorem implies fs Kopo =
27(2 —2G), where G is the genus of S. Since [ o = 1, the integral of the right-hand
side of the inequality above is —87 G < 0. This finishes the proof of existence of a
natural vortex metricif G > 1. O

B The Robin Function and the Minakshisundaram-Pleijel Zeta
Function.

The Minakshisundaram-Pleijel zeta function, which will be referred as the zeta func-
tion, is defined as

o]

o o@o(p) 1 [ IR P
z(q,p,s>—; = —F(S)[O (K(q,p,ﬂ v)t dt, (B51)

@ Springer



Journal of Nonlinear Science (2024) 34:31 Page290f32 31

where s € C and Re s > n/2 (the convergence is a consequence of inequality (3.16)).
According to the theorem in Sect. 5 of Minakshisundaram and Pleijel (1949), the
function

¢(p,s) :=¢(p, p,s)

can be extended as a meromorphic function to the whole complex plane. If dimension
n > 3 is odd, then the only possible poles of ¢(p, s) are located at s = n/2,n/2 —
1,...,3/2,1/2,—1/2,....If the dimension 7 is even, then { (p, s) has at most a finite
number of poles that are possibly located ats = n/2,n/2—1, ..., 2, 1 and the residue
at the poles can be computed (Minakshisundaram and Pleijel 1949). In particular, if n
is even and s is close to s = 1, then

1 _
t(p,s) = Gy a”f_lip) + convergent power series in (s — 1), (B.52)

where a, 21 (p) is the function that appears in equation (3.17).
If s is made equal to one in equation (B.51), then we obtain a formal expression

e 1\ e @e(p)
G(q,m—/o (K<q,p,t> v)‘”—;—xk ='¢(q.p, 1) (B.53)

that indicates a possible relation between the regularization of G(q, p) and (g, p, s)
as g — p and s — 1. Indeed, for n = 2, the following result holds (see, e.g., Steiner
(2005), Proposition 2 and Appendix):

1
R(p)= i G(q, —log (g,
(p) aq,lﬁl—)o[ (g, p)+ 7 108 (g p)}

B.54
log4 — 2y ( )

. 1o
= [;(p,s)— (471)s—1j|+ 4

where y is the Euler’s constant. In the following theorem, we show that this result
can be generalized to higher dimensions. The same result, for an elliptic operator that
appears in the context of quantum field theory in curved spacetime, was obtained by
Bilal and Ferrari in Bilal and Ferrari (2013) (Sect. 3). If the parameters m and v that
appear in their elliptic operator are set equal to zero, then the formulas in equations
(3.45) and (3.46) of Bilal and Ferrari (2013) are exactly ours in theorem (B.1).

Theorem B.1 The Robin function can be written in terms of the analytic extension of
the Minakshisundaram-Pleijel zeta function as

R(p) = limy_, [((P, 5) — @ﬁ] + 1‘(’4%;);/227’ ifn is even,
(B.55)

R(p)=¢(p, 1) ifnis odd.
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Proof We will prove the theorem only for n even, since the proof for n odd is similar.
For s > n/2, both sides of equation (B.51) converge. The idea is to add terms to both
sides of that equation such that the integral in the right-hand side of equation (B.51)
converges when s = 1. In analogy to what we did to define the Robin function, we
rewrite equation (B.51) for s > n/2 as

n/2—1

3 ar(p) ! k=n/2,s—1 7, _ L/oo LI WP
(p.s) /; oyt T = o | (Keopn =5 )
1 - (B.56)
) 1 1 ak(P) k—npp | 5—1
# i s | (K(”’ PO Gt )
For s > n/2, the left-hand side of this equation can be written as
/2-2
- " 1
£(p,s) — n2 1 D) R it (B.57)
k=0

(4m)"2T(s) s — 1 (42T (s) s —n/2 + k’

Due to equations (3.16) and (3.17), the integrand in the last line of equation (B.56) is
bounded by a constant times r*~!, and therefore the right-hand side of equation (B.56)
is an analytic function of s for Re s > 0. This implies that the analytic continuation of
¢(p, s) toRes > 0is given by the regular function at the right-hand side of equation
(B.56) plus the poles at s = 1,2,...,n/2 explicitly given in the left-hand side of
the same equation. With this understanding, we can compute the regularized value of
Z(p,s)ats =1as

. _anpaa(p) 1

Jim [C(p’ ) = @) P (s) 5 = 1}

L _anp-1(p) 1 an2-1(p) _,

= Sll_I}ll |:§(P,s) G s = 1] + Uy (1)

n/2-2

) = 1 N 1 (B.58)
= kXZ:o (47-1')11/21_”/2_i_k+/1 (K(p’p’t)_v>dt

1 n/271

. 1 ar(p) k—n/2
+hm K(pvpvt)_v_];—t

an )i dt,

e—~>04 Je

where we used that the integrand in the last line of equation (B.56) is bounded by a
constant times #*~! to exchange the order of the limits. Performing the integrals of
the terms that are polynomials in # in the right-hand side of equation (B.58), using the
definition of the Robin function given in equation (3.18), and that T''(1) = —y, we
obtain the result in the statement of the theorem. O
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